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Abstract. The article proposes an intelligent system (a software-analytical complex) based on an artificial
neural network for managing the educational process based on data received from corporate business units.
Modelling business process improvement involves using the Deming cycle.

The paper presents a structure (model) of a software-analytical complex that makes it possible to identify
and trace explicitly interconnected vertical and horizontal processes, which gives a formalized description of
the system that meets the algorithm requirements. There is an ontological model of the program analytics com-
plex structure built; it is linked to a set of solutions using databases and knowledge bases; it is divided into
classes of objects and categories with hierarchical relationships between them. In order to share this knowledge,
a specific description of this data must be provided to the SAC. This description must be formal enough to be
understood by another system and written in the same language.

The novelty is in the consideration of a variant of solving the problem of integrating information systems
associated with weakly structured subject-oriented information flows of an educational institution using the
methods of set theory and category theory. The properties of relations between accounting objects are described
at a high abstraction level; it becomes possible to significantly expand the scope of the proposed method for
constructing a software-analytical complex based on an ontological model for various subject areas, taking into
account the multi-level consideration of the subject area itself, the same consideration of finite and infinite
ranges of values. At the same time, the necessary abstraction level is automatically determined to ensure the
structural and parametric integrity of the system being formed and the interpretation of the emerging problems
of data analysis represented by semantic models.

Keywords: additional professional education, competencies, Deming cycle, artificial neural network, for-
mal model, software analytical package.

Knowledge in the modern world should not
only correspond to the time, but also to constantly
improve and accumulate for their effective applica-
tion in the future. In various spheres of their acti-
vity, enterprises record and replenish knowledge in
the knowledge bases of intelligent information sys-
tems. However, according to modern conditions,
the issues of intellectual management in the educa-
tional spheres require developing the implementa-
tion of new IT technologies; today there is no intel-
lectual approach to controlling and analysing re-
ceived competencies in the learning process both
for a university and an enterprise.

It is important to note that nowadays the process
of introducing information (including intellectual)
technologies in the framework of education is at an
advanced stage. For example, in a scientific stu-
dy [1], information technologies are considered as
a teaching tool in a higher educational institution.
In [2], it was revealed that information technologies
in the higher education system increase the educa-
tion effectiveness. The problem of using infor-
mation and communication technologies in the
educational process of a higher educational institu-
tion is considered in [3]. The work [4] considers in-
formation technologies in the context of their in-
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tegration into the modern process of education in
higher educational institutions and determines the
prospects for their successful application in higher
education. The research [5] aims to link infor-
mation and communication technologies (ICT) in
the processes of dissemination and use of
knowledge in higher education institutions (HEIS).
The study [6] analyzes the impact of information
technologies on the education process in universi-
ties. The analysis of literary sources has revealed
that the problem of intellectualization of infor-
mation technologies (including for the analysis of
acquired competencies in training in the higher
education system) is not considered explicitly.

Thus, the task of developing an intelligent sys-
tem (including a formal model) based on an artifi-
cial neural network for continuous analysis of ac-
quired competencies in the process of studying at a
university becomes relevant.

The article is further structured as follows:

— section 2 considers a model of continuous
improvement of the additional professional educa-
tion processes;

— section 3 considers the neural network node
diagram of the software-analytical complex;

— section 4 discusses the work results.

The model of continuous improvement
of additional professional education processes

The main goal of the development and imple-
mentation of additional professional education
(APE) is to provide high-quality education for cor-
porate staff in a continuous production process.
In turn, to ensure continuous adaptation and im-
provement of the educational process at all life cy-
cle (LC) stages of the APE, it is most expedient to
use the model and the software analytical complex
(PAC) itself, to control and analyze the acquired
competencies in the APE learning process both
from the side of the educational institutions, and
from the bodies controlling the learning process
(departments and ministries of the Russian Fede-
ration) and interested enterprises.

Such model will make it possible to determine
the information rules for the interaction of business
processes, to identify objects in the HSS, to reflect
the sequence of business processes and perfor-
mance benchmarks.

The formal model of continuous improvement of
the APE business processes is presented in Figure 1.

In order to organize training in APE programs
in the planning process (“plan”), regulatory bodies

N'=N®Y’
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Fig. 1. The proposed formal model of continuous improvement of APE business processes
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and departments in federal laws and regulations
determine the basic requirements for the process of
training students in APE and develop regulatory
documents. There is a determined list of necessary
software, equipment, laboratories, etc.; it is pre-
sented as a function Z(N) reflecting the regulatory
documentation for organizing the educational pro-
cess (plans, work programs, practices, etc.). To
eliminate disproportions in the labor market, re-
duce the employment time of qualified workers in
the educational process and increase the level of
professional preparedness of the population, a set
of goals and objectives of learning processes is set
N = {ny, ..., ng} (where d is the number of goals
and objectives) including vocational retraining
programs (RP).

At each stage of the described business process,
the professional competencies @®(Ob) of the
learner Ob can be evaluated by the function
F={f1, ..., fi} € Q reflecting labor actions. Neces-
sary skills in the form of competencies of AVE
programs from the state (professional standards, a
reference book of professional competencies, etc.)
can also be represented by a set of functions
®(Ob) o F, where Q is a set of competencies that
meet the requirements of the state and employers,
i.e., a student’s reference model.

The generalized labor functions and actions of
the student in the APE programs are achieved by
the value of ®'(ODb) at the “check” stage in the form
of a final certification. At the final stage — “action”
(“act”), it becomes possible to analyze the fulfill-
ment of requirements both by regulatory authori-
ties and by employers; new and popular areas of
APE programs are determined in accordance with
the economy sectors and professional standards
that ensure the competitiveness of the implemen-
tation of AVE programs.

At the execution stage (“do”), universities draw
up curricula, regulations, and work programs for
disciplines. During the educational process of APE
programs, the object Ob learns new necessary
knowledge and skills with new values of @’(Ob)
and is reflected in the form of a multilinear func-
tion of certain category objects f: ®(Ob) x Z(N) —
— @'(Ob). Based on the multilinearity of the map-
ping and applying the First Isomorphism Theo-
rem [7], we come to the commutativity of the dia-
gram by the representable formula:

f :d(Ob)xZ(N) — ®;(Ob)
{g :®(Ob)x Z (N) — @), (Ob)

Accordingly, the composition of morphisms
along any directed path depends only on the begin-
ning and end of the path; in our case, the Ob object

= 3 h:d;(Ob) —» @, (Ob).

can achieve the required value of new necessary
knowledge and skills through different sequential
chains, which opens up opportunities for optimiz-
ing the process itself. The universal object of this
diagram is the tensor product of ®(Ob) and Z(N).
That is, we have the formula:

@'(Ob) = ®(0Ob) ® Z(N), Q)
where the sign ® is a tensor product.

According to our construction, all objects of the
subject area under consideration are represented
by their parameter values. To form various alter-
native chains, we can use the ordering of objects
according to their similarity using the clustering
method that represents objects as vectors. The nu-
merical parameters of such vectors are attributes of
the corresponding objects and can be interpreted as
a geometric location of an object in some space.
Taking into account the fuzziness (or incomplete-
ness) of data on the properties of objects, we come
to blurring of the boundaries of clusters and fuzzy
clustering.

The choice of any alternative chain will be re-
duced to the option of choosing the components to
be taken into account; the best trajectory of the
educational process will be chosen according to a
set of complex fuzzy criteria [8].

In HSS, it is necessary to use continuous infor-
mation support of the life cycle of processes. At
the life cycle stages of the process under conside-
ration, it is possible to single out the following sub-
sets of criteria for assessing the quality of compe-
tencies from different points of view:

a) GCy(X) — from the university’s point of
view;

b) GC(V) — from the organization’s point of
view;

¢) GCra(L) — from the point of view of regula-
tory agencies and authorities;

d) GCpak(U) — from the PAK administrator’s
point of view.

Strengthening control on the part of the state is
reflected in the requirements for students — the sub-
set L = {ly, ..., Ik}, as well as universities define
the requirements in the form of a subset X = {xy,
..., Xn}, Which is used in the main criteria. All re-
quirements are analyzed and controlled in the sub-
set U = {us, ..., uj}, which allows making timely
changes and adjustments to the learning process.

In turn, organizations determine the require-
ments for labor activities, the necessary skills and
knowledge of employees, which can be formalized
asasubsetV={vy, ..., Vm}.

There can be following restrictions:

— on the one hand, the requirements for the
level of necessary knowledge and skills trained
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from the professional standard by employers,
which we will present in as a function

¥ ={y,, .y, }eM;

— on the other hand, university’s requirements
to the level of students in the programs of further
vocational education, which can be represented as
a function H ={n,, ..., h}eM, where M is the set

of requirements from the professional standard for
a specialist, reflected in generalized functions.
The following formulas represent a system that
allows achieving personal goals and objectives:
®(Ob) 2V,
®(Ob)oH, 2
O(Ob) o F.

The requirements of the professional standard
that determine the experience gained can be repre-
sented as a function depending on the set of goals
and objectives for implementing additional profes-
sional education Y(N). When the requirements
change, aset Y (N) = Y(N) ® ®(Ob) is formed, for
which Y{N) = ®(Ob) is true. Based on these re-
quirements, a set of refined goals and objectives N'
can be formed, represented by the formula:

N'=N ®Y1(N). 3)

In view of the foregoing, the following formula
can represent the formation of new regulatory do-
cuments:

Z(N)=Z(N) ® N'. 4)

Thus, a formal model has been developed for
the continuous improvement of the business pro-
cesses of APE during the life cycle of systems,
which makes it possible to form a single data re-
pository of the HSS.

An ontological model was built to form the
PAC structure. The formal model of the PAK on-
tology is represented by an ordered triple of the
following form [8]: PAK = (M, R, U), where: M is
the set of HSS modules; R is a set of relations be-
tween HSS modules; U is a set of functions per-
formed by HSS modules.

Many scientists mention the effectiveness of
using the ontological approach when designing
systems using artificial intelligence [8, 9]. Thus,
the list of HSS modules can be represented as a fi-
nite set of the form M = {Mjy, ..., Mn}. The ele-
ments of the set M are described by m features
P = {p1y ..., pm}. Thus, each element M has
the form M= {p'1, p'2, ..., p'}, where k is the num-
ber of instances of the j-th attribute p of the ele-
ment M.

The list of module functions can be represented
as a finite set of the form U = {us, uy, ..., Un}. The
elements of the set U are described by a pair of the
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following form u; = {name, source}, where name
is the module name, source is the set of module
functions, 1 =1, ..., n.

Thus, based on the above, the ontology model
has the following form: OPAK = {PAK, R, U}. Fi-
gure 2 shows a fragment of the ontology described
by this structure. The ontology editor Protege
using the OntoGraph plugin was chosen as a soft-
ware tool for creating an ontology.
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Module_of_retrain-

ing_programs Registry_module
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programs
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\
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lyze_module
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Module_APK
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at_|

0

Document_genera-
tion_module

Fig. 2. Ontological model of the PAC structure

The ontological model of the HAC structure is
associated with a set of solutions using databases
and knowledge and is divided into classes of ob-
jects and categories with a hierarchy relationship
between them. To share this knowledge, it is ne-
cessary to provide a specific description of these
data in the PAK. Such description must be suffi-
ciently formal for understanding by another sys-
tem and also written in the same language.

A scheme of a pak neural network node

Intelligent systems based on artificial neural
networks currently allow solving various problems
such as pattern recognition, forecasting, optimiza-
tion, control [10].

The development of a HSS for monitoring and
analyzing the acquired competencies when learn-
ing under APE programs also provides for the
presence of a neural network node, which is an ar-
tificial neuron scheme corresponding to a formal
model of continuous improvement of business pro-
cesses based on the PDCA cycle. Thus, the neural
network node scheme consists of the following
sections: plan, do, check, act (Fig. 3).
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Fig. 3. A scheme of a neural network node (corresponding to the formal model of continuous improvement
of business processes based on the PDCA cycle)

In the “plan” section, the input signal is the value — aset of goals and objectives of the learning
corresponding to the trainee's competencies —®(Ob). | process — N;

The weight, in turn, is a vector of three ele- — a set of requirements for the competencies
ments: of trainees from the state (professional standards,

— many requirements for the level of trainees | a reference book of professional competencies,
on the part of employers — \¥; etc.) - F.
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In the first block of the “plan” section adder,
the trainee’s competencies are compared with the
state requirements for the considered competen-
cies of trainees.

If student's competencies exceed the state re-
quirements, then the weight vector is adjusted in
the PAK in the section of the set of goals and ob-
jectives, which can be achieved, for example, by
raising the level of qualifications, etc. If the re-
quirements of the state exceed student’s compe-
tence, then there will be a transition to the second
block of the adder. Here, the vector of the three
elements described above is the input, and the
weight, in turn, is university's requirements for
the level of students in the APE programs.

In the second block of the adder, regulatory
documentation for organizing the educational pro-
cess (plans, work programs, practices, etc.) is
formed based on a set of goals and objectives —
Z(N).

The “do, check” section on the presented
scheme of a neural network node involves the im-
plementation of a learning process (training ses-
sions are held according to a training schedule, in-
cluding at the enterprise’s material and technical
base). In this case, the input is also a value corre-
sponding to student’s competencies — ®(Ob), the
weight is represented by the documentation for or-
ganizing an educational process — Z(N). The adder
block of the “do, check” section is aimed at replen-
ishing competencies with new values.

The “act” section receives competencies as in-
put supplemented with new values — ®'(Ob), the
weight is a vector of two elements:

1) requirements for the level of trainees from
the part of employers — ¥;

2) requirements for the competencies of train-
ees from the state (professional standards, a refe-
rence book of professional competencies, etc.) — F.

The adder of the “act” section is aimed at iden-
tifying the compliance of competencies sup-
plemented with new values — ®’(Ob) with the re-
quirements for the level of trainees from the em-
ployers — ¥, as well as the requirements for the
competencies of trainees from the state — F.

In the case when the competencies replenished
with new values — ®'(Ob) exceed the requirements
for the level of trainees from the employers — ¥;
as well as the requirements for the competencies of
trainees from the state — F, in the PAC, the weight
vector is adjusted in the section of the set of goals
and objectives associated with the refinement of
goals, which, similarly to the plan section, can be
achieved, for example, by raising the level of qua-
lifications, etc.
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If the requirements for the level of trainees on
the part of employers are ¥; as well as the require-
ments for the competencies of trainees from the
state — F are not achieved, then the learning
process should be started from the beginning.
However, it is necessary to adjust the values of the
weight vector of the plan section aimed at lowering
the requirements for learning outcomes.

The result of the final certification, which is the
output from the adder, section “act”, is entered into
the block for storing the states of the experience
gained Y'(N).

Based on the above and the studies [11-13], the
sets of objects of each section (Fig. 3) form cate-
gories with the vector relations between them that
are defined by “adjacent” functors. This allows us
to apply the same conclusions to each of the above
sections and to consider any of them in detail and
use the most important property of adjoint func-
tors — their continuity.

The full functioning of the neural network node
is due to paying special attention to such a property
of the neural network as the ability to learn based
on data coming from the external environ-
ment [14-16]. Currently, neural networks are
taught by the following methods: supervised and
unsupervised. The choice of a method depends on
the training conditions of a neural network [17].

The presented diagram of a neural network
node involves using a supervised learning algo-
rithm when a training data set is an input, on the
basis of which the neural network identifies de-
pendencies and correctly responds to an incoming
test data set.

Thus, the knowledge received from a teacher
will be transferred to the network in full. After
completing the training, a teacher can be turned off
and the neural network will go into autonomous
operation.

It should be noted that the presented abstract
model of a neural network node can also be applied
to automate other business processes in the field of
education.

Conclusion

We propose the concept and architecture of
building a PAC, a researched subject-oriented area
in the field of education.

It is shown that it is expedient to use the deve-
loped models in implementing HSS in order to per-
form operational adjustments to the learning process.

The constructed neural network node provides
an opportunity to implement a formal model of
continuous improvement of business processes
based on the PDCA cycle. The result of the work
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of the presented neuron is the possibility of making
the necessary adjustments to the weight vector, to
the requirements for the level of trainees on the
part of employers, to the set of goals and objectives
of the learning process or to the requirements for
the competencies of trainees from the state. This
approach makes it possible to train highly qualified
specialists in priority areas of scientific and tech-
nological development of the Russian Federation
in accordance with modern Russian and world
standards.

Thus, it is advisable to use the proposed models
within the framework of implementing a software
analytical complex, which will fully ensure the ef-
ficiency of correcting the learning process and the
quality of graduates.

Considering that all studies were carried out at
a high level of abstraction with a description of the

properties of relations between accounting objects
as mathematically described objects, it became
possible to significantly expand the scope of the
proposed method for constructing a HSS based on
an ontological model for various subject areas, tak-
ing into account the multilevel consideration of the
subject area itself, the same consideration of finite
and infinite ranges of values. At the same time, the
necessary abstraction level is automatically deter-
mined to ensure the structural and parametric in-
tegrity of the system being formed and the inter-
pretation of the emerging problems of data analy-
sis represented by semantic models.

All this contributes to the replenishment of data
collections and their preliminary processing with
the identification of features, classification, sys-
tematization, enrichment, optimization and purifi-
cation to increase information richness.

The research has been financially supported by the Ministry of Education and Science
of the Russian Federation within of the state task for higher education institutions no. FEUE-2020-0007.
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B crarbe mpennaraercs HHTEIJIEKTyalbHas cucTeMa (IporpaMMHO-aHATUTHUECKU KOMITJIEKC) Ha OCHOBE
HCKYCCTBEHHOH HEWPOHHOW CeTH YIS YIPABJICHUS yUSOHBIM MPOIECCOM Ha TAaHHBIX, TOTYYCHHBIX OT CTPYK-
TYpHBIX TIOApa3AelicHui opraHu3anuu. [JIs MOIENHpOBaHUS COBEPIICHCTBOBAHUS OM3HEC-TIPOIIECCOB WC-
MOJIB3yeTCs UK JlemMuHTa.

[IpencraBnena cTpykTypa (MOJIENb) MPOrPaMMHO-aHATUTHIECKOTO KOMILIEKCa, TTO3BOJISIONIETO BEIIBUTH
1 TIPOCJIETUTE CBSI3aHHBIE PYT C JPYTrOM BEpTUKAIBHBIC i TOPH30HTAIBHBIC MTPOIECCHL, YTO aeT (hopMalln3o-
BaHHOE OITUCAHHE CHCTEMEI, yIOBIETBOPSIONIEe TpeOOBaHUAM anroputMa. [locTpoeHa OHTONIOTHYECKas MO-
JIENTb CTPYKTYPhI KOMITJIEKCA MPOTPAaMMHON aHATUTHUKHU, KOTOPast YBSA3BIBAETCS ¢ HAOOPOM PELIEHHH ¢ UCTIONb-
30BaHKeM 0a3 JaHHBIX M 3HAHUI M pa30MBaeTCs HA KJIACCHI 00BEKTOB U KATCTOPHH C UEPAPXUUCCKUMH OTHO-
HICHUSAMH MEXay HUMHU. UTOOBI MOAENHUTHCS I3TUMH 3HaHUAMH, B SAC HE0O0XOIUMO MPEIOCTABUTH HX
KOHKpeTHOe ormcanue. OHO JOKHO OBITh JOCTATOYHO (POPMASBHBIM, TOHSITHBIM JIsi IPYTOM CHCTEMbBI U
HAIIMCAHO Ha TOM € SI3BIKE.

HoBu3zHa 3akimiodaercs B pelieHUH 3a7a4d WHTETpalluyu WHGOPMAIMOHHBIX CHCTEM, CBS3aHHBIX CO Cia-
OOCTPYKTYpUPOBAHHBIMH TIPEJIMETHO-OPHEHTHPOBAHHBIMH HWH(POPMAIMOHHBIMU ITOTOKAMH 00pa30oBaTEib-
HOTO YUYPEXKIEHUS, C UCTIOJIb30BAaHUEM METOJIOB TEOPUH MHOKECTB U Teopuu Kareropuil. Onucanue cBOUCTB
OTHOIICHUHA MEXIy OOBEKTAMHU ydeTa MPOMCXOJUT HA BHICOKOM YPOBHE aOCTpAKIUH, MOSBISETCS BO3MOXK-
HOCTB CYIIECTBEHHO PAcIIMPUTH cepy MPUMEHEHHS MPeIaracMoro MeTo/1a MOCTPOCHHUS MMPOrPaMMHO-aHa-
JUTHYECKOTO KOMILICKCa Ha OCHOBE OHTOJOTMICCKON MOJICIH JIJIs Pa3IHMYHBIX IMPEIMETHBIX 00JacTel ¢ yJe-
TOM MHOTOYPOBHEBOTO PACCMOTPEHHS CAMOW MPEIMETHOM 00JIaCTH, a TaK)Ke KOHEUHBIX M OECKOHEYHBIX 00-
nmacTeil 3HadueHWU. Ilpw STOM aBTOMATHYECKH OMNpENessieTcss HeOOXOMWMBIM YPOBEHb aOCTpaKIMH ISt
obecrieueHus CTpYKTYpHOU 1 TapaMeTPHIECKOH METOCTHOCTH (POPMHUPYEMOI CHCTEMBI M HHTEPIIPETAIIUN BO3-
HUKAIOIIKX 33734 aHAJIN3a JaHHBIX, TPEICTABICHHBIX CEMaHTUIECKUMH MOJICIISIMU.

KutioueBble cj10Ba: JOMOJHUTENbHOE TPOodecCHOHAIbHOEe 00pa3oBaHUe, KOMIIETEHITUH, UK JlemMuHra,
HCKYCCTBEHHAs HEMPOHHAS CETh, (OpMaTbHAs MOJEIb, MPOTPAMMHO-aHATUTHIECKUH KOMIIIEKC.

Hccreoosanue gvinonneno npu gunancosoii noodepaicke Munoopnayxu P® 6 pamxax 6azosoii uacmu
2oczaoanus gysam Ne FEUE—2020-0007.
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